Studies of Flow Characteristics of Injected Jet Fuel under Supercritical Conditions
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Abstract
At temperatures above 400 °C and at fuel system pressures, JP-8 and Jet A jet fuels exist as supercritical fluids. Fuel nozzles operating under conventional aircraft (subcritical) conditions atomize liquid fuel streams into droplets. The physical injection and mixing mechanisms associated with a nozzle operating under supercritical conditions are very different from those occurring under subcritical conditions. Nevertheless, the studies of jet fuel injection under supercritical conditions are rare. Moreover, little information is known about the physical and chemical characteristics of jet fuel injected under these conditions. The current research examines the flow of fuel at supercritical conditions through a simple nozzle into a region that is also at supercritical conditions. Schlieren images of supercritical jet fuel exiting a simple nozzle into an optical chamber are presented. Computational fluid dynamics simulations of the flow were performed using n-decane as a surrogate fuel. From the results of computational fluid dynamics simulations, it was found that n-decane is a reasonable surrogate for Jet A fuel in calculations as the predicted jet length and spreading angle are found to agree well with measurements obtained from the recorded images. In addition, it was found that the penetration depth of a supercritical jet into the optical chamber is less than that for a subcritical jet with the same fuel mass flow rate and pressure conditions.
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1. Introduction
Fuel is the primary cooling medium in high-performance aircraft. Advanced aircraft are expected to have cooling demands which require jet fuel to exist at temperatures above the critical temperature before injection into the combustor. Thus, future gas turbine engines will require the injection of fuel existing at a supercritical thermodynamic state into an environment that is also above the critical point of the fuel. At temperatures above approximately 400 °C and at fuel system pressures, the primary fuel of the U.S. Air Force, JP-8, or jet fuels like JP-8 and Jet A exist as a supercritical fluid with gas-like diffusivity and viscosity [1]. Under supercritical temperature conditions, pyrolytic reactions within heated jet fuel become dominant. Chemical changes, such as fuel pyrolysis, are controlled by physical characteristics of the fuel and the fuel system. The involved fluid dynamics and heat transfer vary during flight and change the location of maximum thermal gradients and maximum chemistry. Thus, it is important to understand the fundamental physical and chemical processes which occur for hydrocarbon fuels existing under supercritical conditions.

For purposes of combustion, fuel nozzles operating under conventional aircraft (subcritical) conditions atomize liquid fuel streams into small, uniformly-sized droplets with the desired spray angle. Under supercritical conditions, the fuel exits the nozzle as a gas-like fluid rather than as a multitude of droplets, and there can be large variations in fuel density, specific heat, speed of sound, viscosity, and thermal conductivity [2]. Thus, the physical injection and mixing mechanisms associated with a nozzle operating under supercritical conditions are very different from those occurring under subcritical conditions.

Previous research considered the injection of ethylene which was initially at supercritical conditions into a large chamber filled with nitrogen at constant temperature and subcritical pressures [3, 4]. The goal was to examine the effects of transport properties near the critical point on shock structure, jet appearance, and flow choking. Others have studied the injection of liquid jets injected into supercritical conditions [2, 5, 6, 7, 8]. It is also desirable to conduct experiments in which a supercritical fluid is injected into surroundings under supercritical conditions. Knowledge of injection processes into surroundings at supercritical conditions is important because supercritical conditions will exist in the combustion chamber of advanced aircraft [1]. In some of their experiments,
Chehroudi et al. [2] and Chen and Sui [8] injected fluids initially at supercritical conditions into surroundings that were also at supercritical pressures and temperatures (relative to the injected fluid). Chehroudi et al. [2] injected pure N\textsubscript{2}, He, and O\textsubscript{2} into a high pressure chamber containing either N\textsubscript{2}, He, or mixtures of CO and N\textsubscript{2}. Chen and Sui [8] studied the injection of SF\textsubscript{6} injected into a chamber filled with stagnant N\textsubscript{2} or CO\textsubscript{2} at high pressure. Much of their work focused on subcritical injection very near the critical point of SF\textsubscript{6}. Unfortunately, there is little available in the literature concerning the injection of an initially supercritical hydrocarbon fuel into supercritical conditions [9]. The relatively high critical temperatures and pressures associated with common hydrocarbon fuels necessarily make injection studies at supercritical conditions difficult. Previous studies involving supercritical fluid injection largely consider studies of droplets and sprays. Studies involving jets of supercritical fluids are relatively rare and, thus, more research involving injection of supercritical fluids is needed [2, 9].

In the current work, Jet A fuel initially at supercritical conditions is injected into an environment with pressures and temperatures above the critical pressure and temperature of the fuel. In addition, the Jet A fuel is in co-flow with N\textsubscript{2} gas. (In this work, supercritical refers to the critical condition of the fuel.) In order to better understand the mixing and injection processes, schlieren imaging is used. It is believed that these are the first images of supercritical jet exiting a nozzle into a chamber which is also at supercritical conditions. Computational fluid dynamics simulations are performed using a simple surrogate fuel for purposes of comparison with the images of Jet A. The results of this work can be used to assist further development of computational models for engine designers to simulate fuel flowing through nozzles at supercritical conditions.

2. Experimental

Jet A fuel is similar to both JP-8 and Jet A-1 jet fuels, but Jet A has a higher freeze point temperature specification [10]. JP-8 is essentially Jet A-1 with three additives: a lubricity improver/corrosion inhibitor, an anti-static additive, and an icing inhibitor. In addition, Jet A and Jet A-1 are used as commercial aviation fuels. In this study, a Jet A fuel sample (designated as F3219) was added and then injected into an optical chamber for purposes of flow visualization. Additives combined with the neat fuel include those given by MIL-T-83133D (JP-8 fuel specification) and a proprietary thermal stability additive (Betz Dearborn 8Q462) used in the JP-8+100 Program. This additive was found to reduce thermal-oxidative surface deposition significantly below that of the neat fuel in most fuel test devices [11]. Dissolved O\textsubscript{2} within heated jet fuel is responsible for thermal-oxidative fuel degradation and surface deposit formation. Since it

was desired to eliminate surface deposition, gaseous N\textsubscript{2} was bubbled through the fuel to reduce the dissolved O\textsubscript{2} concentration within the fuel. A gas chromatograph verified that the dissolved O\textsubscript{2} concentration of the fuel before heating was less than 1 ppm (w/w) and, thus, ensured that minimal thermal-oxidative surface deposition would occur. The fuel was heated in a flow rig which uses two different types of heaters [12]. The first consists of a heated copper block. The block is comprised of two cylindrical halves which have a 7.62-cm diameter and a 45.7-cm length. The cylindrical pieces, when clamped together, form a near-interference fit about the stainless-steel tubing through which the fuel passes. Each half contains a 1,500-Watt cartridge heater, and a thermocouple embedded within one of the halves provides a temperature signal to the controller for the cartridge heaters. The second kind of heater is a split-tube furnace (7,980 Watt) that is mounted vertically and employs radiant heating. It has an active length of 61.0-cm and a 12.7-cm interior diameter. In addition, the furnace employs K type thermocouples for control purposes. The pressure in the copper block and furnace was held near 2.7 MPa by the use of a pump and flow control valves such that the fuel entered the copper blocks as a liquid and transitioned to a supercritical fluid within the furnace. After passing through the heated block and furnace, the fuel flowed through a nozzle. The nozzle (Figure 2) consists of a (316) stainless-steel tube (12.7 mm length x 1.6 mm OD x 0.3 mm ID) welded to a larger tube (The 3.2 mm OD x 1.4 mm ID fuel line tube was drilled to an ID of 1.6 mm and depth of 6.35 mm to accommodate the smaller tube.). Fuel passed from the nozzle into the optical chamber (Figure 3) in (vertical downward) co-axial flow with heated N\textsubscript{2}. The flowing N\textsubscript{2} (3.6 g/s) was heated by another furnace to produce a high nozzle wall temperature. In addition, for safety purposes the N\textsubscript{2} served to reduce the probability of ignition. Moreover, injected fuel in actual aircraft is often in co-axial flow with an air stream. The optical chamber experiments has quartz windows (5.08-cm x 10.16-cm ) on two sides for optical access and allow a maximum pressure of 3.45 MPa. Feed-throughs permit insertion of two type K thermocouples (1.5 mm diameter), and the pressure was measured using a pressure transducer. Thermocouples (20 gage) welded to the outer surface of the chamber provided outer wall temperatures with an uncertainty of ±2 C. The fuel mass flow rate was fixed at either 0.2 g/s or 0.4 g/s. In these experiments, fuel and N\textsubscript{2} temperatures upstream of the nozzle, fuel and N\textsubscript{2} mixture temperature below the nozzle, chamber wall temperature, and fuel and N\textsubscript{2} flow rates were measured. Individual experiments were run for short times (~15 minutes) to minimize surface deposition. A water-cooled heat exchanger reduces the temperature of the fuel to near ambient conditions after the fuel exits the test section. Cooling the fuel allows safe sample collection and extends the life of the tube downstream of the heat exchanger.
Near the exit of the system, fuel is diverted to a gas/liquid separator. Separation allows gas product samples to be analyzed off-line using a GC-FID/TCD system. The liquid portion of the stressed fuel is analyzed by conventional GC-MS techniques. Beyond the gas/liquid separator, the fuel exits to a scrap tank. In the experiments performed here, products of thermal cracking reactions were essentially immeasurable. Thus, it can be reasonably assumed that there was little pyrolysis of the fuel. At supercritical conditions, fuel exiting the nozzle is visible neither to the naked eye nor to white light photography. For this reason, a schlieren optics arrangement was used for flow visualization [13]. Light emanating from a Xenon flash lamp passes through a condenser and focusing lens and is then redirected by a 45° flat mirror to a parabolic mirror (152.4-cm focal length x 15.2-cm diameter). The parabolic mirror then directs the parallel light rays through the test section. Other mirrors direct the detected light such that a knife edge blocks a portion of the light entering the camera. An image of the flow pattern is recorded using a CCD camera (Panasonic GPUS502, three interline transfer CCDs with 768 x 494 pixels ) connected to a (Mitsubishi HSU770 SVHS) VCR. An image is captured using a frame grabber (Matrox Marvel G400) connected in series with the VCR. Two sequential images are averaged for each condition reported.

3. Numerical Model

Computational fluid dynamics simulations assist the interpretation of flow visualization studies and extend the study of phenomena for which experimental techniques are either unavailable or limited. To simulate the injection of supercritical fuel into a supercritical environment, the species, temperature, and velocity distributions were obtained by finite volume solution of the species, enthalpy, Navier-Stokes, and turbulent energy equations. The time dependent governing equations written in the cylindrical \((z,r)\) coordinate system for axisymmetric flow are

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial z} + \frac{\partial \rho v}{\partial r} + \frac{\rho v}{r} = 0 \tag{1}
\]

\[
\frac{\partial \rho u}{\partial t} + \frac{\partial \rho u^2}{\partial z} + \frac{\partial \rho uv}{\partial r} + \frac{\rho uv}{r} - \frac{\partial p}{\partial z} - \frac{\partial \tau_{rz}}{\partial r} + \frac{\partial \tau_{zz}}{\partial z} = \rho \left( \frac{\partial \Phi}{\partial z} + \frac{1}{r} \frac{\partial \Phi}{\partial r} \right) \tag{2}
\]

Equation 1 is the continuity equation, and Equation 2 represents the momentum, species, or energy equation depending on the variable represented by \(\Phi\). Table 1 lists the transport coefficients \(T^b\) and the source terms \(S^b\) of the governing equations. Buoyancy forces were included in the simulations, and the gravity vector is in the same direction as the flow from the nozzle. The fuel exiting the nozzle has Reynolds numbers (from 12,000 to 23,000) that are characteristic of turbulent jet flows (Re is defined as \(\rho \bar{U} D/\mu\)). In contrast, the Reynolds number at the fuel nozzle exit of the nitrogen in co-flow with the jet fuel...
was relatively low (on the order of 2000). The standard k-ε turbulence model [14] has been used previously in supercritical and transcritical studies to provide reasonable predictions of the evolution of an O₂ jet [15]. In preliminary work here, there were negligible differences between calculations of the spreading angle, jet length, and velocities which used the standard k-ε turbulence model and those which employed the low Reynolds number k-ε model of Chien [16]. In addition, it was found that calculations which used the low Reynolds number k-ε turbulence model required only one-half the computational time used by the standard k-ε model.

Thus, in this physical arrangement which involved simultaneously occurring high and low Reynolds number flows, a low Reynolds number k-ε model was used in all the calculations presented. Since the fuel (Re of 12,000 to 23,000 at the location where the fuel is injected into the optical chamber) and N₂ flows are turbulent, the rate of turbulent mass transport is several orders of magnitude greater than that of the concentration-driven (molecular-diffusive) mass transport. Thus, a constant Schmidt number of unity was used for simplicity. Values of the constants used in the model of turbulent species transport are listed in Table 1 and in the nomenclature. The governing equations were solved sequentially using the commercially available CFD-ACE computational fluid dynamics code [17]. Convective terms were represented by a second order accurate upwind scheme, and a version of the SIMPLEC algorithm was used in the solution procedure [17].

The grid system of Figure 4 which contains 89 cells in the radial direction and 200 cells in the axial direction is used in most simulations. Because the nozzle ID (0.3 mm) is significantly smaller than either the chamber width (50.8 mm) or length (101.6 mm), it was assumed that the flow near the chamber walls does not significantly affect the flow near the nozzle outlet. Thus, the rectangular shape of the actual chamber was (as a first order approximation) adequately represented by a two-dimensional axisymmetric (structured) grid. Since the behavior of the fuel jet near the nozzle exit is of primary interest, the length of the computational grid is one-fourth of the chamber length (25.4 mm). The length in the radial direction of the computational grid is 25.4 mm. Computational cells are clustered within the shear layer between the N₂ and fuel. In other regions, the orthogonal grid system has expanding cell sizes in both z and r directions. Near the walls, the first cell was located at a γ+ distance less than 5. Large gradients in temperature, velocity, or species are not expected in the far field away from the fuel and N₂ jets under the present flow conditions. From the physical arrangement, the greatest changes in the flow variables are expected to be near the co-annular passage (Figure 4). Thus, a grid study was performed in which the grid density was increased in the fuel nozzle (6 cells to 12 cells), the region where the n-decane and N₂ are mixed (19 cells to 38 cells), and the N₂ inlet (20 cells to 40 cells). In addition, the total number of cells in the axial (main flow direction) direction was increased (200 cells to 300 cells). The computational grid of Figure 4 was refined differently in different regions because of the grid non-uniformity. Solutions for species, temperature, and velocities changed little (less than 2%) with the use of the fine grid. In addition, the differences between the calculated spreading angles and penetration depths resulting from use of the coarse and fine grids were immeasurable. Thus, to have a more practical computational time, the coarse grid was used for the calculations presented in this work.

With regard to boundary conditions, the flow has zero velocity at solid surfaces. At the upper boundary of the grid (Figure 4), the velocity profiles of the entering nitrogen and fuel are assumed to be uniform for simplicity. Entering fuel and nitrogen temperatures, as well as the wall temperatures were obtained from the experiments and are used as boundary conditions. In addition, the measured pressure level at the inlet was known. Along the bottom of the grid (Figure 4), an outflow boundary condition which employs a simple extrapolation procedure [17] is used to determine the unknown variables there. The calculations were initiated with a uniform flow of N₂ everywhere, and then the fuel flow is switched on. After the residuals were reduced below four orders of magnitude from their maximum value, the solution was considered to be converged.

Jet fuel is a complex mixture of a multitude of hydrocarbon species. For purposes of simulating the fluid dynamics involving a jet fuel, it is reasonable to use a simple representative fuel. Here, n-decane was selected as a surrogate fuel because it has a critical temperature and pressure (Tₑ = 344.55 ± 0.6 °C, Pₑ = 2.11 ± 0.05 MPa) [18] similar to the pseudo-critical temperature and pressure of the selected Jet A sample. The pseudo-critical temperature and pressure for this fuel sample were estimated (Tₑ = 368 °C, Pₑ = 1.96 MPa) using correlations described elsewhere [19]. Edwards and Maurice suggest that a single component surrogate fuel that has a critical temperature near the pseudo-critical temperature of a selected jet fuel can be used to adequately represent the actual jet fuel in simulations of non-reacting flows (which do not have liquid-to-vapor phase change) [10]. The commercial solver was modified to calculate supercritical thermodynamic and transport properties of mixtures of n-decane and N₂ as a function of the local pressure and temperature within the computational cells using SUPERTRAPP FORTRAN subroutines. With SUPERTRAPP, the phase compositions were calculated using the Peng-Robinson equation of state [20], and the properties were determined by a NIST extended corresponding states model which uses propane as a reference fluid [21]. SUPERTRAPP is known to provide well-behaved thermodynamic properties near the critical point [21]. Table 2 shows representative values of thermodynamic and transport properties for mixtures of
N\textsubscript{2} and n-decane for temperatures and pressures for which n-decane is a supercritical fluid.

Table 1. Source term and transport coefficients in Eq. (2)

<table>
<thead>
<tr>
<th>( \Phi )</th>
<th>( \Gamma )</th>
<th>S ( \Phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>( \mu + \mu_{\text{t}} )</td>
<td>( -\frac{\partial P}{\partial z} + \frac{\partial}{\partial z} \left( \Gamma_{\text{r}} \frac{\partial u}{\partial z} \right) + \frac{\partial}{\partial r} \left( \Gamma_{\text{r}} \frac{\partial v}{\partial r} \right) + \Gamma_{\text{r}} \frac{\partial v}{\partial z} + \rho g )</td>
</tr>
<tr>
<td>( v )</td>
<td>( \mu + \mu_{\text{t}} )</td>
<td>( -\frac{\partial P}{\partial r} + \frac{\partial}{\partial r} \left( \Gamma_{\text{r}} \frac{\partial u}{\partial r} \right) + \frac{\partial}{\partial r} \left( \Gamma_{\text{r}} \frac{\partial v}{\partial r} \right) + \Gamma_{\text{r}} \frac{\partial v}{\partial r} + 2 \Gamma_{\text{r}} )</td>
</tr>
<tr>
<td>( k )</td>
<td>( \mu_{\text{f}} + \sigma_{\text{s}} )</td>
<td>Standard ( k\text{-}\varepsilon ) ( G - \rho \varepsilon )</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>( \mu_{\text{f}} + \sigma_{\text{s}} )</td>
<td>Low Re ( k\text{-}\varepsilon ) ( C_{\text{f}} G \frac{\varepsilon}{k} - C_{\text{f}} \rho \frac{\varepsilon^2}{k} + E )</td>
</tr>
<tr>
<td>( h )</td>
<td>( \frac{k}{c_p} ) ( \sigma_{\text{s}} )</td>
<td>Standard ( k\text{-}\varepsilon ) ( C_{\text{f}} G \frac{\varepsilon}{k} - C_{\text{f}} \rho \frac{\varepsilon^2}{k} )</td>
</tr>
<tr>
<td>( Y_i )</td>
<td>( \rho D_{\text{f}} + \frac{\mu_{\text{f}}}{\sigma_{\text{s}}} )</td>
<td>( \omega i )</td>
</tr>
</tbody>
</table>

\[ G = \mu_{\text{f}} \left[ \frac{2}{r} \left( \frac{\partial u}{\partial z} \right)^2 + \left( \frac{\partial v}{\partial r} \right)^2 + \left( \frac{\partial v}{\partial r} \right)^2 \right] \left( \frac{\partial u}{\partial z} + \frac{\partial v}{\partial r} \right)^2 \]

\( f_1 = 1.0, f_2 = 1 - 0.22 \exp[-(\text{Re}/6)], E = 2\sqrt{\varepsilon / y} \exp(-0.5 y^2) \),

\[ D = 2\nu k^2 \]

\( \varepsilon_1 = 1.35, \varepsilon_2 = 1.8, \mu_{\text{f}} = C_{\text{f}} \rho k / \varepsilon \)

Table 2 Properties of \( n\text{-}\text{decane/nitrogen mixtures for different temperatures, pressures, and mole fractions calculated using SUPERTRAPP} \)

<table>
<thead>
<tr>
<th>Temp, K (°C)</th>
<th>Pres (MPa)</th>
<th>( C_{10}H_{22} ) Mole Fraction</th>
<th>( N_2 ) Mole Fraction</th>
<th>Density (kg/m\textsuperscript{3})</th>
<th>( C_p ) (kJ/kg K)</th>
<th>( \mu ) x 10\textsuperscript{-6} (Ns/m\textsuperscript{2})</th>
<th>( k ) x 10\textsuperscript{2} (W/mK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>713 (440)</td>
<td>3.08</td>
<td>1.0</td>
<td>0.0</td>
<td>107.20</td>
<td>3.52</td>
<td>16.74</td>
<td>5.33</td>
</tr>
<tr>
<td>725 (452)</td>
<td>2.65</td>
<td>0.75</td>
<td>0.25</td>
<td>55.10</td>
<td>3.14</td>
<td>16.34</td>
<td>4.30</td>
</tr>
<tr>
<td>735 (462)</td>
<td>2.65</td>
<td>0.50</td>
<td>0.50</td>
<td>37.50</td>
<td>2.90</td>
<td>16.66</td>
<td>3.63</td>
</tr>
<tr>
<td>745 (472)</td>
<td>2.65</td>
<td>0.25</td>
<td>0.75</td>
<td>23.90</td>
<td>2.47</td>
<td>23.16</td>
<td>3.49</td>
</tr>
</tbody>
</table>

4. Results and Discussion

4.1 Effects of Varying Nozzle Exit Temperature.

For a given pressure, the density and viscosity of a hydrocarbon fuel may vary strongly with temperature. From [26], for a fixed mass flow rate and pressure, the Reynolds numbers of the fuel in Figures 5a, 5b, and 5c increase rapidly with temperature. Upon comparison of Figures 5a, 5b, and 5c, it is observed that the length of the fuel jet decreases as the injected fuel transitions from compressed liquid to supercritical fluid. The decrease in the jet length implies that the fuel and nitrogen are mixed faster than under the subcritical conditions. Under supercritical conditions, the surface tension of the fuel vanishes, and the mixing process does not involve evaporation. Moreover, a supercritical fluid generally has a greater diffusivity and a lower viscosity than a liquid. Together with zero surface tension, these transport characteristics contribute to the relatively more rapid mixing of the supercritical fuel. Thus, the mixing process between the fuel and nitrogen occurs more rapidly for fuel at supercritical conditions and results in less penetration into the chamber than for liquid fuel. The observation that the penetration depth decreases with increasing fuel temperature at supercritical conditions is important for the design of future combustors. Admittedly, the design of gas turbine combustors is complex and depends on many factors.
However, a reduced penetration depth implies a reduced mixing time for the fuel jet for otherwise identical circumstances. Passing through the nozzle, jet fuel is heated by N$_2$ flowing over the nozzle exterior. Upon exiting the nozzle at supercritical conditions, the fuel expands into the chamber forming a gas-like turbulent jet. Within the fuel jet, the fluctuating transverse velocity component enhances transport of unmixed fuel from the core region of the jet to the surrounding fluid. Understanding the mixing dynamics of Jet A and N$_2$ is complicated by differences in molecular weight, velocity, and temperature. Figure 5 shows a schlieren image of Jet A fuel and N$_2$ at supercritical conditions (Figure 5a) (fuel mass flow rate of 0.2 g/s, exit nozzle temperature of 441 °C, and pressure of 2.65 MPa) together with plots of predicted density (Figure 5b), mass fraction of n-decane (Figure 5c), and temperature (Figure 5d). Figure 5a (same as Figure 5c in [26]) shows that the fuel jet becomes indistinguishable from the N$_2$ at a location 7.5 mm (Z/D = 30, where Z is the distance along the jet centerline below the nozzle and D is the nozzle ID) below the fuel nozzle. For non-isothermal cold-into-hot jets, similar Z/D have been observed elsewhere [2, 23]. In addition, Figure 5b shows that axial and radial density gradients have become negligible 7.5 mm below the nozzle. Since schlieren imaging is sensitive to density gradient, Figures 5a and 5b support one another in defining a value for the jet length (7.5 mm). This agreement also shows that it is reasonable to use a simple fuel such as n-decane in numerical simulations of the heat transfer and transport phenomena of a more complex Jet A fuel. At this location 7.5 mm from the nozzle, Figure 5c shows that the mass fraction is less than 0.2. Moreover, Figure 5d shows that the low-temperature (blue) core region of the fuel jet persists for 7.5 mm beyond the nozzle exit. Figure 5d also shows that the temperature of the N$_2$ away from the fuel jet is nearly uniform. This uniformity indicates that heat loss from the chamber walls to the ambient has little effect on the temperature distribution near the fuel jet.

**4.2 Jet growth rate.** The fluctuating transverse velocity component of the n-decane jet enhances mixing of fuel from the jet core region with the surrounding N$_2$ within a mixing layer. The mixing layer grows outward as the heated jet extends further into the chamber. The growth of the mixing layer has been described in terms of an initial jet spreading angle [24]. In Figure 6, the jet spreading angle is measured from the nozzle centerline to a tangent line drawn along the outer portion of the jet mixing layer. The spreading angle of the Jet A jet in the schlieren image of Figure 6a is 3.5° ± 0.5°, and the spreading angle determined from the calculated density plot for n-decane is Figure 6b is 3.0° ± 0.5°. Here, the calculated density field resulting from the use of n-decane (nozzle exit temperature 441 °C and N$_2$ temperature of 506 °C) provides a reasonable prediction of the spreading angle of the supercritical Jet A jet. In addition, Table 3 shows that the spreading angles determined from schlieren images at other conditions compare well with those obtained by numerical simulation.

![Figure 5. Jet fuel or n-decane at supercritical conditions in coflow with N2. Fuel mass flow rate of 0.2 g/s, inlet nozzle temperature of 441 °C, and pressure of 2.65 MPa (Tr = 1.11 and Pr = 1.35). (a) Schlieren image of fuel and N2. (b) Predicted density (kg/m$^3$) of n-decane and N2 mixture. (c) Predicted mass fraction of n-decane. (d) Predicted temperature (°C).](image-url)
To confirm the numerical simulations of the co-flow of n-decane and N₂ jets, predictions of the mean fuel mass fraction along the jet centerline are compared to values predicted by a semi-empirical correlation. Time-averaged concentration measurements along the centerlines of variable-density, axisymmetric, turbulent jets formed by the flow of a faster moving gas into a slow coflow of a second gas have been performed by Pitts [23]. Pitts found that equation (3):

\[ \frac{Y_o}{Y_m} = (K_Z/r_e + (\rho_e/\rho_o - 1)K) \]

(3)
described his time-averaged measurements of the jet mass fraction along the centerline, \( Y_m \) [23, 25]. In equation (3), \( Y_o \) is the time-averaged mass fraction at the nozzle exit, \( \rho_o \) is the density of the external, slow moving gas, \( \rho_e \) is the density of the faster moving jet at the nozzle exit, \( Z \) is the distance from the nozzle exit along the jet centerline, and both \( K \) and \( K_c \) are constants. The effective radius, \( r_e \), is defined as \( r_e = r_o (\rho_o/\rho_e)^{1/2} \), and \( r_o \) is the radius of jet nozzle. (In this discussion, \( Y_o = 1 \).) Following Pitts, values of \( K = -0.5 \) and \( K_c = 0.114 \) have been assumed, and values for the global density ratio are from Figure 8b [23]. If our numerical simulations of \( Y_o/Y_m \) within the n-decane jet are reasonable, they should follow the predictions of equation (3). Figure 7 shows predictions of \( Y_o/Y_m \) for several different jet/coflow pairs as a function of \( Z/r_o \) using equation (3) and values from Pitts [23]. The use of several different jet/coflow pairs demonstrates the wide applicability of equation (3). In addition, Figure 9 includes predictions of \( Y_o/Y_m \) for the n-decane/N₂ coflow pair from both the use of equation (3) and the present numerical simulations. The solid circular symbols near the n-decane/N₂ curve represent \( Y_o/Y_m \) values derived from the current numerical simulations which involve the Reynolds-averaged turbulence equations. Figure 7 shows that there is good agreement between the empirical correlation (equation (3)) and the present simulations. Downstream from the flow development region (> 5-10 diameters) one dimensionless length scale will specify time-averaged concentrations for jet coflow pairs [23].

<table>
<thead>
<tr>
<th>MassFlow Rate (g/s)</th>
<th>Exit Temperature(°C)</th>
<th>Spreading Angle (deg)(( \pm 0.5 ) deg)</th>
<th>Jet Length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Jet Fuel</td>
<td>N₂</td>
<td>Md</td>
</tr>
<tr>
<td>0.2</td>
<td>393</td>
<td>510</td>
<td>3.5</td>
</tr>
<tr>
<td>0.2</td>
<td>441</td>
<td>506</td>
<td>3.5</td>
</tr>
<tr>
<td>0.2</td>
<td>465</td>
<td>588</td>
<td>3.5</td>
</tr>
<tr>
<td>0.4</td>
<td>405</td>
<td>588</td>
<td>5.0</td>
</tr>
<tr>
<td>0.4</td>
<td>424</td>
<td>590</td>
<td>5.0</td>
</tr>
<tr>
<td>0.4</td>
<td>465</td>
<td>590</td>
<td>5.0</td>
</tr>
</tbody>
</table>

It has been suggested that the reciprocal of the time-averaged mass fraction along a gaseous jet centerline scales with the following relationship [23, 25]:

\[ \frac{Y_o}{Y_m} = K_c \left( \frac{Z - Z_o}{r_e} \right) \]

(4)

In equation (4), \( Z_o \) is the virtual origin of the jet. (This is the point where the jet centerline intersects a line drawn tangent to the jet exterior. Here, \( Y_o \) is unity, and \( Z_o \) is negative.) Several experimental studies (isothermal and non-isothermal) support the scaling representation of equation (4) for axisymmetric jets where the coflowing gases have different densities but the downstream density asymptotically becomes constant [25]. Figure 8 shows \( 1/Y_m \) plotted against \((Z-Z_o)/r_e\) for the present n-decane and N₂ computational fluid dynamics calculations together with measured values for six jet/coflow gas pairs from Pitts [23]. Figure 8 shows that the jet/coflow pairs partially collapse onto a single curve, and this collapse indicates a degree of similarity. Similarity is useful in the fundamental understanding of the fluid dynamics of simple flows. Moreover, the observation that the numerical predictions for n-decane and N₂ tend to fall on a curve common to other coflow pairs provides additional validation of the present calculations.
Figure 6. a) Measured (3.5°) and b) predicted (3.0°) spreading angle for jet fuel and surrogate fuel, n-decane.

Figure 7. Reciprocal of the mass fraction for different gas pairs. The lines represent the correlation given by Eq. (32). The solid circles are predictions resulting from the present computational fluid dynamics simulations.

Figure 8. Reciprocal of measured time-averaged mass fraction along gaseous jet centerline for different gas pairs in coflow as a function of dimensionless distance from the virtual origin of the jet (Pitts (1991)). Here, \( r_e = r_0 (\rho_0/\rho_\infty)^{1/2} \). In addition, values obtained by computational fluid dynamics simulations for n-decane and N\(_2\) are shown.

5. Conclusions

Schlieren images of supercritical jet fuel exiting from a simple nozzle into a supercritical environment were obtained. The jet penetration depth, spreading angle, and phase behavior vary with fuel temperature and mass flow rate which, in turn, can vary considerably during an aircraft mission. The observations that the penetration depth decreases with increasing fuel temperature at supercritical conditions and that the spreading angle increases with increasing mass flow rate are important for the design of future combustors. Numerical simulations that used n-decane as a surrogate fuel for purposes of calculating the jet spreading angle and length agreed reasonably well with the measurements. In addition, the numerical predictions of the jet centerline fuel mass fraction agreed well with established correlations. Thus, n-decane or a similar hydrocarbon surrogate fuel can be used for calculations of the heat transfer and fluid dynamics of non-reacting supercritical jet fuel which has a similar critical temperature and pressure.
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Nomenclature

\[ C_1 \text{ Constant } = 1.47 \]
\[ C_2 \text{ Constant } = 1.92 \]
\[ C_\mu \text{ Constant } = 0.09 \]
\[ D \text{ Tube diameter, m} \]
\[ D_i \text{ Diffusion coefficient of i-th species, m}^2/\text{s} \]
\[ G = \mu_i \left[ 2 \left( \frac{\partial u}{\partial z} \right)^2 + \left( \frac{\partial v}{\partial r} \right)^2 + \left( \frac{v}{r} \right)^2 \right] + \left( \frac{\partial v}{\partial z} + \frac{\partial u}{\partial r} \right)^2 \]
\[ g \text{ Gravitational acceleration, m/s}^2 \]
\[ h \text{ Enthalpy, kJ/kg} \]
\[ k \text{ Thermal conductivity; Turbulent kinetic energy, W/m-K; kJ/kg} \]
\[ K \text{ Constant in equation (3)} \]
\[ K_c \text{ Constant in equation (4)} \]
\[ p \text{ Pressure, MPa} \]
\[ P_{ch} \text{ Chamber pressure, MPa} \]
\[ r \text{ Radial coordinate, m} \]
\[ r_0 \text{ Radius of jet nozzle, m} \]
\[ r_E \text{ Effective radius, m} \]
\[ S^\Phi \text{ Source term} \]
\[ u \text{ Axial velocity component, m/s} \]
\[ u_i \text{ Friction velocity, } (\frac{\tau_w}{\rho})^{1/2}, \text{ m/s} \]
\[ U \text{ Mean velocity, m/s} \]
\[ v \text{ Radial velocity component, m/s} \]
\[ \omega \text{ Rate of Production of i-th species, kg/m}^3\text{-s} \]
\[ y \text{ Normal distance from wall, m} \]
\[ Y_i \text{ Mass fraction of i-th species} \]
\[ Y_o \text{ Time-averaged mass fraction at nozzle exit} \]
\[ Y_m \text{ Time-averaged mass fraction along jet centerline} \]
\[ y^+ \text{ Dimensionless distance from wall, } \rho u_i / \mu \]
\[ z \text{ Axial coordinate, m} \]
\[ Z \text{ Distance from nozzle exit along jet centerline, m} \]
\[ Z_o \text{ Virtual origin of jet, m} \]
\[ \Phi \text{ Assigned variable in equations (1)-(2)} \]
\[ \Gamma^{\Phi} \text{ Transport coefficient} \]
\[ \epsilon \text{ Dissipation rate, kJ/kg-s} \]
\[ \rho \text{ Density, kg/m}^3 \]
\[ \rho_{\infty} \text{ Density of external, slow moving gas, kg/m}^3 \]
\[ \rho_o \text{ Density of faster moving fuel at nozzle exit, kg/m}^3 \]
\[ \sigma_k \text{ Constant } = 1.0 \]
\[ \sigma_{\epsilon} \text{ Constant } = 1.3 \]
\[ \sigma_h \text{ Constant } = 1.0 \]
\[ \sigma_{Y_i} \text{ Constant } = 1.0 \]
\[ \tau_w \text{ Wall shear stress, N/m}^2 \]
\[ \mu \text{ Absolute viscosity, N-s/m}^2 \]
\[ \mu_t \text{ Turbulent viscosity, } C_{\mu}k^2/\epsilon, \text{ N-s/m} \]